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Abstract A robot grasp synthesis algorithm for automated
disassembly is presented. The goal is to select grasping
points in each part to be disassembled so that a previously
planned disassembly sequence can be performed holding
the parts firmly and avoiding collisions. The algorithm is
structured in five steps in order to make it general enough
to cope with different robot grippers and different geo-
metrical data (2D or 3D). The system is learning based, and
behaviour rules are automatically extracted from grasping
examples given by the user, using mainly decision trees
and nearest neighbour techniques. Some simulation ex-
periments have been carried out and results with a two
fingered robot gripper are presented.

Keywords Decision trees . Disassembly . Machine
learning . Robot grasping

1 Introduction

Governments, enterprises and researchers are recently pay-
ing much attention to disassembly processes; the main
reason being ecology consciousness [1]. Among the dif-
ferent research topics involved, disassembly automation
has been intensively studied [2–5].

The starting point of most automatic disassembly
algorithms is the CAD description of the product [6, 7];
sometimes this information is updated or improved with
additional data obtained from the actual object to be
disassembled, by means of video cameras or other sensing
devices [8]. This additional data helps in locating the

product pose in the disassembly environment and also in
detecting minor deviations from the CAD description.

Using such information, most researches address two
problems: first, the generation of a feasible disassembly
sequence; and second, the generation of collision-free dis-
assembly paths. However, there is an extra problem that is
seldom considered: how to grasp the different parts. Grasp
selection has to be considered relevant in a disassembly
automation proposal as a wrong grasp may result in the
parts being damaged (there may be fragile elements in the
part which should not be touched); in the parts slipping
from the gripper (non closure grasps, unstable grasps); or in
collisions between the grasping device and the product to
be disassembled.

The most common grasping device is a robot gripper,
and there are different options: the first one is the use of a
tool-changer device and ad-hoc grippers for each part to be
grasped; and the second option is the use of a versatile
multipurpose gripper. This second option seems more
adequate as it adds flexibility to the disassembly process,
i.e. previously unknown parts can be grasped and pre-
viously unknown products can be disassembled. Versatile
grippers range from the common two jaw parallel gripper
(provided that its stroke is long enough to hold objects of
different sizes) to complex multi-fingered robot hands. A
survey of grasping devices of different complexity can be
found in [9].

Once the gripper is selected, the grasping of an assembly
part is defined by the contact points on the surface of the
part where to place the gripper fingers (only pinch grasps
will be considered in this paper, enveloping grasps [10] are
not suitable for disassembly processes as usually there is
not enough room as to envelope the part with the robot
hand) and the relative pose of part and gripper. There are
multiple-infinite-choices, and the selection is by no means
trivial.

Most authors that address this problem, simply rely on
an iterative algorithm that chooses-randomly or based on
simple heuristics-grasping points in order to find a collision
free grasp through all the disassembly path using a two jaw
gripper [11]. However, other aspects like grasp closure,
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grasp stability or part damage are not considered. Some
other authors [12] adapt techniques originally developed
for assembly automation, like the one proposed by Van
Holland [10] where finger domains are obtained using both
geometrical information from the 3D CAD models and
extra information supposed to be available as features
(particularly, handling features give information about how
to grasp a certain part) or as forbidden areas (areas where
the fingers of the robot gripper should not be placed).
Another technique adapted from assembly automation is
the one proposed by Bard [13] which performs robot hand
preshaping from octree based representations of the shape
of the part to be grasped. However, all these adaptations do
not take into account the higher degree of uncertainty
present on disassembly processes, where the products may
not match completely their CAD description.

Part grasping has also become a research subject on its
own and multiple researchers have proposed different
grasp synthesis algorithms. Several approaches can be
emphasized: those synthesizing force closure grasps [14,
15], those synthesizing optimal grasps according to dif-
ferent quality criteria [16, 17], or those based on general-
ized prototypes [18]. However, none of these techniques
can be directly applicable to a disassembly scenario, as the
part to be grasped is considered to stand alone and
restrictions related to the interrelation with other parts of
the assembly or with disassembly paths can not be added
easily.

2 Problem statement and proposed approach

The goal is to select the optimum grip for a certain part of
an assembly, provided that both the disassembly sequence
and the disassembly paths have been obtained previously
(this work will not focus on such aspects). Both the part to
be grasped and the remaining assembly parts are supposed
to be defined by a 3D CAD model or by the information
extracted from sensor readings. The grasp synthesis al-
gorithm should be general enough as to cope with different
grasping devices.

A learning based approach is proposed, where grasp
synthesis is performed in five steps. The next sections de-
scribe each of these steps:

1. Generation of candidate contact points
2. Evaluation of candidates and filtering of invalid

contact points
3. Computation of feasible grasps
4. Evaluation of grasps and selection of the optimum set

of contact points
5. Selection of the best arm and hand configuration

3 Generation of candidate contact points

All the points belonging to the outer surface of the part to
be grasped not in contact with other parts of the assembly
through the disassembly path are considered candidate

contact points. These are the points where a finger of the
gripper may be placed. This first step can be performed
straightforward provided that both an adequate 3D rep-
resentation of the assembly and full disassembly paths are
available. The results (free surfaces) are discretized and
converted to a finite set P of z candidate points pi, as Eq. 1
shows.

P ¼ p1; p2;:::; pzf g : pi 2 FreeArea 8i (1)

4 Evaluation of candidates

4.1 Local attributes selected

Candidate contact points are evaluated on the basis of a
comparison of local attributes with previously stored grasp
examples. There are two local attributes that have to be
measured for each candidate point:

– Distance from the point to the centre of gravity of the
object (part to be disassembled).

– Multiresolution measure of the local convexity of the
object surface at the contact point.

Using a multiresolution scheme helps in distinguishing
valid from invalid contact points as stated in our previous
work [19]. In order to create an algorithm as general as
possible and adaptable to different disassembly environ-
ments, 2D or 3D expressions of the previously defined
local attributes are considered.

2D local attributes can be used when the DOF of the
robot arm and gripper are limited, so that only normal
grasps can be performed, i.e. the gripper is always parallel
to the disassembly direction and the contact points are
located in a plane normal to such direction. Under this
restriction, the part to be grasped can be represented by the
outer contour of its projection over the normal plane; and
both distances and convexities can be computed in 2D.

When the gripper is equipped with more DOF, it can
perform grasps in different directions. Thus, local features
have to be computed in 3D, as the orientation of the grasp is
not known in advance. Figure 1 clarifies such difference:
the 3D geometry of the part to be grasped is not necessary
when only normal grasps can be performed.

Local attributes are computed for the z candidate points
obtained in the previous step of the algorithm, and they are
classified by means of a decision tree inferred from the
examples given by the user.

The output of this step of the algorithm is a set P′ of z′
valid grasping points pi, where z′<=z, as Eq. 2 shows.

P0 ¼ p1; p2; :::; pz0 g : pi 2 P 8i; pi valid 8if (2)

4.2 Machine learning algorithm used

Apart from decision trees, different learning algorithms
have been considered (a detailed comparison of their
performances can be found in [19]). Both quantitative and
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qualitative criteria have been used to select the best al-
gorithm for the application. The methods compared were
nearest neighbour, multilayer perceptron, radial basis
functions, naïve Bayes, decision trees and rule lists.

Four different quantitative criteria were evaluated:

– Percentage of correct classifications in a tenfold cross
validation test with 400 examples.

– Percentage of correct classifications with a variable
number of training examples ranging from 20 to 380

(allows to evaluate the behaviour of the algorithm
when there are few examples).

– Off-line (training) computation time.
– On-line (classification) computation time.

Concerning the first test, the results are shown adjusted to
a normal distribution in Fig. 2. The highest classification
rates are obtained by nearest neighbour, followed by
decision trees, rule lists and multilayer perceptron. The
results of the second test are shown in Fig. 3, where the same
four algorithms obtain the highest values in all the range of
training examples.

The evaluation of computing time brings interesting
results: nearest neighbour is not applicable due to its huge
on-line computation time, which is linear with the number
of training examples. The remaining algorithms have a low
and almost constant on-line computation time, which allow
all of them to be used. Off-line computation time is not so
relevant, as training is only performed once after gathering
all the examples. However, only multilayer perceptron and
radial basis functions have high values for such time.

The qualitative criteria chosen include readability of the
results (relevant as it allows user supervision of the pro-
cess), robustness to noisy training examples; and sensitiv-
ity to tuning parameters (low sensitivity is preferred, as it
allows an easier and more reliable implementation in a real
application). Table 1 shows the behaviour of the different
algorithms under such criteria.

Taking into account all the results, both decision trees
and rule lists have to be considered the best algorithms.
Among them, the decision trees have been chosen as they
have been considered easier to read and to interpret (most
relevant attributes are explicitly shown at the higher tree
levels).

Fig. 1 Left: knowledge about the 3D geometry of the part to be
grasped is not needed when only normal grasps are performed: its
projection over the plane normal to the grasping direction is enough.
Right: when the grasping direction is not known in advance, the 3D
geometry is required

Fig. 2 First quantitative
criteria: cross validation results
(classification of candidate
contact points)
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5 Computation of reachable grasps

Ideally, a generic robot hand or gripper of n fingers may
perform z 0

n

� �
different grasps by placing its fingers over the

z′ valid contact points. However, most of these combina-
tions of grasping points will either be kinematically
unreachable by the robot hand or result in a collision
between robot hand and parts of the assembly. The purpose
of this step of the algorithm is to filter all these unfeasible
grasps.

The first problem to be addressed is the reachability of
the contact points. This process is performed quite easily
when the grasping device is as simple as a two jaw gripper,
but more complex grasping devices make it necessary to
solve a redundant and highly dimensional inverse kine-

matics problem. There are several reasons that justify the
complexity of such problem:

– The inverse kinematics must be computed for each of
the n fingers of the robot hand. The number of DOF is
m+mi, where m DOF correspond to the robot arm and
mi DOF correspond to the ith finger of the gripper.
Under such circumstances, the configuration of the
robot arm and gripper can be expressed as Q in Eq. 3;
where qi represents the ith joint of the robot arm and qij
represents the jth joint of the ith gripper finger.

Q ¼ q1; :::; qm; q11; :::; q1m1 ; :::; qn1; :::; qnmnf g;
qi; qij 2 <8i; j: ð3Þ

– As all contact points have to be reached simultaneous-
ly, there is an extra restriction that should be added: the
arm joint coordinates have to be kept constant through
all the n inverse kinematics problems. Figure 4 ex-
emplifies such restriction.

– Apart from the previously mentioned restrictions, there
could be additional restrictions imposed by the
particular robot gripper used, i.e. some of the joints
may be dependant, as it happens in the three fingered
articulated gripper shown in Fig. 5.

The previously described problem has not been solved
for a general robot gripper with n fingers, each of them with
mi degrees of freedom, connected to the wrist of a generic
m DOF robot arm. Some authors propose methods for
solving the inverse kinematics in multifingered grippers
[20, 21] but these methods can not work in real time, and
this problem is really important as the inverse kinematics
must be solved z 0

n

� �
times.

Fig. 3 Second quantitative
criteria: results with different
number of training examples
(classification of candidate
contact points)

Table 1 Qualitative criteria: the optimum algorithm should have
high readability, high robustness to noisy training examples and low
sensitivity to tuning parameters

Readability Robustness to noisy
training examples

Sensitivity to
tuning parameters

Nearest
neighbour

none low low

Multilayer
perceptron

low high high

Radial basis
functions

low low high

Naïve Bayes none high low
Decision
tree

high high low

Rule lists high high low

543



The second test (collisions check) has been widely
studied by different researchers [22]. There are multiple
optimized algorithms devoted to the detection of collisions
between static or dynamic objects [23–26]. However, even
these optimized algorithms are not fast enough to perform
the z 0

n

� �
collision checks required. The main idea is to avoid

performing such a huge number of checks.
Considering the two problems to be addressed (kine-

matics and collisions), a feasibility check strategy is
proposed, based on performing successive filterings of in-
creasing complexity. Actually, most of the combinations of
contact points can be discarded clearly without the need to
perform complex kinematics or collisions analysis, e.g.
points too far from each other, points that will clearly result
in a collision, etc. Performing simple analysis first, helps in
reducing the number of candidates for further stages and
thus in reducing computational load. Figure 6 shows the
structure of the proposed strategy.

This strategy requires design of specific filters for each
particular robot arm and hand. Some experiments are being
carried out at present; in the experiments performed so far,
the most simple filters deal with the maximum and
minimum distances allowable between the contact points,
and the distance from the robot origin to the centre of the
contact points. These filters are extremely fast and allow
discarding many combinations of contact points. Further
tests include the computation of the surface normals at the
contact points and the establishment of relations between
them, and slightly more complex tests deal with simplified
collision checks (based on expected angles between surface
normal and finger stroke direction). Finally, the full
kinematics analysis and detailed collision test are only
performed for a small subset of grasp candidates.

The result of this step of the algorithm is the set of
reachable grasps where the gripper fingers are placed in
valid contact points. Equation 4 represents each possible

Fig. 5 Three fingered articulat-
ed robot hand: an extra restric-
tion is added as the movement
of the two articulated fingers
is coupled

q1
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q11
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…

Fig. 4 The m joint values of
robot arm are common to all the
n kinematic chains (one per
gripper finger). The remaining
mi joints belong exclusively to
finger i
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grasp as a set gi of n valid contact points; the s ¼ z 0

n

� �

theoretically possible combinations of valid contact points
are represented asG in Eq. 5; finally, the s′ reachable grasps
are represented as G′ in Eq. 6.

gi ¼ p1; p2; :::pn½ � : pi 2 P0; pi 6¼ pj 8i 6¼ j (4)

G ¼ g1; g2; :::; gsf g (5)

G 0 ¼ g1; g2; :::; gs 0f g : gi 2 G; gi reachable 8i (6)

6 Evaluation of grasps and selection of the optimum
set of contact points

6.1 Global attributes selected

Candidate grasp sets (sets of n grasping points) are eval-
uated on the basis of a comparison of their global attributes
with those of the previously stored grasp examples. The
global attributes (not related to a single contact point but to
the relations between the n contact points) are measured
using as a reference the centre of gravity of the convex hull
defined by the n contact points. Two different attributes are
defined:

– Distance from the reference point to the centre of
gravity of the object.

– Multiresolution measure of the angle between the
surface normal at the contact point and the line directed
to the reference point.

The first global attribute used allows distinguishing
centred grasps from non-centred ones, i.e. it will allow to
infer rules showing the kind of objects where the user
performs centred or non-centred grasps, and to imitate such

behaviour. Figure 7 shows an example of an object being
grasped (with a three-fingered gripper) in two different
ways, and how the distance attribute allows to distinguish
both grasps.

The second global attribute has a close relationship with
the fulfilment of the force closure condition. It can be
proved [27] that a two-fingered grasp (contact points with
friction are assumed) fulfils the force closure condition
when the line joining both contact points lies within their
friction cones. Figure 8 gives examples of grasps fulfilling
or not fulfilling such condition.

Under such circumstances, the proposed attribute gives
relevant information: as its values approach zero, the grasp
is more likely to fulfil the force closure condition.

When a three fingered gripper is used, similar criteria
can be established [28]: the grasp fulfils the force closure
property if the friction cones of the contact points intersect
each other, and the contact normals do not belong to the
same half-plane (these are sufficient but not necessary
restrictions for determining force closure). Figure 9 shows
an example.

As the symmetry axis of the friction cones is collinear
with the surface normal, the closer the angle between the
normal and the line directed to the reference point gets to
zero, the more likely is the force closure condition to be
fulfilled.

In brief, such attribute allows to infer rules related to the
kind of objects where the user decides to perform force
closure grasps, i.e. the situations where a force closure
grasp should be chosen.

The proposed attributes are valid for 2D and 3D rep-
resentations of the objects. Both attributes (distance and

Posible sets 
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Fig. 6 Successive filterings to
reduce computational load

d1 d2

Fig. 7 Distance from the reference point to the centre of gravity
allows distinguishing centred from non-centred grasps

α
α

c

c

Fig. 8 When two contact points are used, the line joining both
points must lie within the friction cones in order to fulfil the force
closure condition: in the example, only the right grasp is force
closure
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multiresolution angle) are measured for all the candidate
sets of contact points, and their values are compared to
those of the grasp examples provided by the user. Only the
candidate grasps with similar attribute values to those of
the examples are kept for the next step of the algorithm; the
remaining ones are discarded.

The means used to obtain the 3D representation of the
objects is out of the scope of the present work, but there
could be multiple options:

– First, CAD data of the object could be used. Such data
may not be completely accurate due to differences
between the design of a certain part and its actual
shape, but minor discrepancies do not affect the
proposed method, as surface points are discretized to
a certain resolution and small details are therefore lost.

– Another option is the use of range sensors, which allow
to obtain an accurate 3D representation of the object
(however, there could be hidden regions if only a
viewpoint is used).

– Finally, video cameras are also a valid option. If a
single camera is used, only 2D information can be
obtained, so such solution may only be valid for nor-
mal grasps.

Otherwise, stereo vision or structured light should be
required in order to capture the object 3D shape (again,
there could be hidden regions in the object if only a
viewpoint is used).

With independence of the means used to obtain the
geometry, the proposed approach can be easily applied.

6.2 Machine learning algorithms used

The whole process takes place in two stages. In the first
stage, the problem is similar to that of step 2 of the
algorithm: the candidate grasp sets are classified as valid or
invalid sets. Different learning algorithms can be used for
this stage, which is again a classification process. A similar
comparison to that performed for step 2 of the algorithm
was also carried out, but using global attributes instead of
local ones. The classification rates obtained in the cross
validation test (first quantitative criteria) are shown in
Fig. 10, with slightly different results: the best method is
again the nearest neighbour, but the multilayer perceptron
outperforms decision trees and rule lists. The effect of the
number of training examples (second quantitative criteria)
was also analyzed: the results shown in Fig. 11 are quite
similar: the best method is the nearest neighbour followed
by the multilayer perceptron, but decision trees also offer
high classification rates.

The reasons why the results are slightly different can be
found in the different distribution of the attribute values.

Fig. 10 First quantitative
criteria: cross validation results
(sets of contact points)

Fig. 9 When three contact points are used, the existence of an
intersection between the three friction cones is related to the
fulfilment of the force closure condition: in the example, only the
right grasp is force closure
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Fig. 12 Some objects of the
database created to test the grasp
synthesis algorithm

Fig. 11 Second quantitative
criteria: results with dif-
ferent number of training ex-
amples (sets of contact
points)
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Global attributes seem to have easier to classify distribu-
tions than local ones, as the percentage of correct clas-
sifications in this step of the process is higher than that of
step two. Besides, the average sizes of decision trees, rule
lists and multilayer perceptrons, which give an idea of the
complexity of the decision boundaries, are much lower.

Analyzing the comparative results, decision trees have
been selected also for this step of the process, even giving
lower classification accuracies than other algorithms:
nearest neighbour has to be discarded because of its high
on-line computational load; and multilayer perceptron is
also considered inadequate as its model is not readable. The
best algorithms are thus rule lists and decision trees (their
classification accuracies are very similar). Both choices
would have been correct, but it was decided to use decision
trees because of their higher readability.

The second stage deals with the selection of the best
grasp among all the valid ones, as classified by the former
decision tree. For this stage, a variation of the nearest
neighbour algorithm is used, and the selected grasp is the
one closer to one of the valid grasp examples given by the
user.

The whole process could have been reduced just to the
second stage, choosing directly the feasible grasp more
similar to one of the grasp examples. However, this
strategy would not be robust to noisy training examples,
and a wrong set could be selected due to its proximity to an
incorrectly recorded grasp example. That is the reason why
a two stage process is proposed instead.

The first stage is described in Eq. 7, where the sets of
reachable contact points classified as valid by the decision
tree are represented as G″; the second stage is described in

Fig. 13 Simulation environ-
ment: general view

Fig. 14 Simulation environ-
ment: grasping a part
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Eq. 8, where dist(a,b) represents the Euclidean distance
between grasps a and b, defined in the space of normalized
global attributes; and ejk represents the kth grasp example.

G 00 ¼ g1; g2; :::; gs 00f g : gi 2 G0; gi valid 8ið Þ (7)

gselecc ¼ gi 2 G 00 : min
8k

dist gi; ejkð Þð Þ
� min

8k
dist gj; ejk

� �� �8j 6¼ i ð8Þ

The final result of this step of the algorithm is the
optimum set of n contact points to perform the grasp.

7 Selection of the best arm and hand configuration

Once the contact points have been selected, a configuration
for robot arm and hand has to be chosen. In the general
situation, there will be multiple (or infinite) choices for
reaching the contact points, due to the possible kinematical
redundancy of robot arm and hand. In some particular
situations (e.g. two jaw parallel grippers attached to a non
redundant robot arm) there is only a configuration capable

of reaching the contact points, so this step of the algorithm
is straightforward.

For the general situation, a learning based strategy is used,
in order to find the most similar configuration to that of one
of the grasp examples given by the user. A variation of the
nearest neighbour algorithm is also used for this step of the
process, but an important modification is made: distances

are measured in a mþPn

i�1
mi dimension space, where m

represents the DOF of the robot arm andmi the DOF of each
of the n gripper fingers. However, not all the dimensions of
the space have the same relevance in defining a grasp: those
joints closer to the contact points are supposed to be more
representative of the grasp type. In this way, a weighted
version of the nearest neighbour method is used, where higher
weights correspond to joints closer to the contact points.

The result of this step of the grasp synthesis algorithm is
a configuration of robot arm and hand fulfilling the
following properties:

– The optimum set of contact points is reached.
– There are no collisions between robot arm and gripper

and the different assembly parts.
– The configuration is optimal in terms of its similarity to

one of the stored grasp examples.

a b c

Fig. 15 First part tested:
(a) valid contact points;
(b) valid contact sets (2 contact
points); (c) selected set and
synthesized grasp

a b c

Fig. 16 Second part tested:
(a) valid contact points;
(b) valid contact sets (2 contact
points); (c) selected set and
synthesized grasp

a b c

Fig. 17 Third part tested: (a)
valid contact points; (b) valid
contact sets (2 contact points);
(c) selected set and synthesized
grasp
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8 Experimental results

A database of 50 different parts (partially shown in Fig. 12)
has been created in order to test the validity of the
algorithm. Some of the parts are available in different sizes,
thus increasing the variability of examples used for the
tests. Different experiments have been carried out with
such a database. First, the validity of the proposed
algorithm has been tested for standalone parts: the goal is
to test whether the system is able to learn from the
examples how to grasp previously unknown parts. Then,
the system is tested in an assembly built with different parts
of the database, and the goal is to test whether the algorithm
is able to select the correct grasp for each part to be
disassembled, while avoiding collisions with the remaining
parts. A simulation environment with a scara robot and a

Fig. 18 Assembly example used for the second experiment

Fig. 19 Disassembly sequence
for the second experiment

a b c

Fig. 20 First part to be disas-
sembled: (a) valid contact
points; (b) valid contact sets;
(c) selected set and synthesized
grasp

a b c

Fig. 21 Second part to be dis-
assembled: (a) valid contact
points; (b) valid contact sets;
(c) selected set and synthesized
grasp
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two jaw gripper has been developed in order to be able to
give grasping examples and test the behaviour of the grasp
synthesis algorithm. This environment is shown in Figs. 13
(full view) and 14 (detailed view of the gripper area
grasping a part).

8.1 First experiment: standalone parts

The goal of the first experiment is to check the validity of
the proposed approach with standalone parts. The simula-
tion environment is used to give training examples to the
system. Different parts are presented to the user who should
grasp them with the two jaw gripper, and for each example
the contact points and the geometry of the part are stored
(only 2D information is used, so the geometry is repre-
sented as the outer contour of the part).

Obviously, the results improve when the number and
variety of the training examples are increased. For this
experiment, it was decided to give a total of 60 training
examples to the system, randomly selected from the
database (the same part may be presented twice). Once
these 60 training examples were recorded, the decision
trees were inferred from local and global data, and the
system was able to perform grasps autonomously. A
previously unknown part (not used for training) was then
presented to the system, who autonomously decided how to
grasp it. Figure 15a shows the valid contact points selected
by the algorithm in the contour of a certain part; Fig. 15b
shows the valid sets of contact points (2 contact points as a
2 jaw gripper is used); and Fig. 15c shows the final pair of
contact points selected and the synthesized grasp. The same
results are shown in Figs. 16 and 17 when different parts
are presented to the system. It must be concluded that the
system is able to grasp autonomously a certain part, and to
imitate the user behaviour.

8.2 Second experiment: part grasping in a disassembly
sequence

Figure 18 shows the example assembly used for the second
experiment. The disassembly sequence and disassembly
paths are supposed to be known in advance, and the whole
process is shown in Fig. 19. The purpose is to select an
adequate grasp for each part to be removed from the
assembly. A similar environment to that used in the first
experiment will be considered, and only 2D information
will be given to the algorithm (outer contour of the parts to
be grasped). As only 2D information is used, the z axis of
the gripper needs to be fixed a priori; for the experiment it
will be considered that the z axis of the gripper is aligned
with the disassembly direction of each part, and the goal is
to select 2 dimensional grasping points on the contour of
the part at a fixed height.

a b c

Fig. 22 Third part to be disas-
sembled: (a) valid contact
points; (b) valid contact sets;
(c) selected set and synthesized
grasp (the fourth part is
equivalent)

a b c

Fig. 23 Fourth part to be dis-
assembled: (a) valid contact
points; (b) valid contact sets;
(c) selected set and synthesized
grasp

Fig. 24 First tests on a real environment with standalone parts
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The algorithm is not retrained for the second experiment,
even though the previous training was performed with
standalone parts. The intention is to test how the system
behaves in previously unknown situations. The results are
shown in Figs. 20, 21, 22, 23 for each element to be
disassembled. In each figure, the dark grey areas cor-
respond to the 2D projections of the assembly whose height
equals or exceeds that of the gripper (i.e. a collision may
occur); the light grey regions correspond to the 2D
projections of the assembly whose height is below that of
the gripper (i.e. there is no risk of collision). The results
show that a good quality grasp is found for all assembly
parts, and that collisions are avoided.

9 Experimental setup

The same experiments carried out in the simulation envi-
ronment are being performed at present on a real system.
The first tests have shown that standalone parts can be suc-
cessfully grasped using a single video camera and 2D in-
formation. Only the contour of the object is used to select the
grasping points, and the objects are grasped at a fixed height.
Figure 24 shows an image of the experimental setup.

10 Conclusions

An automated disassembly system must include a grasp
synthesis step in order to be applicable in a real scenario.

Learning based grasps synthesis algorithms that imitate
the user behaviour are particularly suitable for disassembly
processes where the examples given by the user allow to
infer relevant information: fragile elements that should not
be touched by the grippers, optimum gripper configuration
to reach a set of contact points in a certain assembly, etc.

Among the machine learning algorithms compared in this
scenario, decision trees are selected: even though their clas-
sification accuracy is not the highest one, they offer relevant
qualitative advantages like readability and robustness.

Although grasp synthesis is very dependant on the robot
arm and gripper used, it is possible to establish a general
structure valid in different disassembly scenarios. The five
step algorithm proposed can be adapted to many different
environments.

Computational load can result in a grasp synthesis
algorithm not being applicable in a real scenario. The pro-
posed algorithm decouples local and global grasp attri-
butes, thus resulting in a reduction of the number of grasp
candidates to check. Apart from that, a strategy based on
successive filterings of increasing complexity is proposed,
in order to obtain further reductions in computational load.

Future work will be focused in developing a 3D
simulation environment and testing the algorithm in a
real scenario. Some preliminary tests have been performed
in such a real scenario, with promising results.
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